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Public Cloud FPGA Infrastructures

• In recent 2~3 years, there has been an emergence of public cloud providers offering 
FPGAs for customer use in their data centers (as of 2019):

• Xilinx Virtex UltraScale+: Amazon AWS, Huawei Cloud, and Alibaba Cloud
• Xilinx Kintex UltraScale: Baidu Cloud and Tencent Cloud
• Xilinx Alveo Accelerator: Nimbix
• Intel Arria 10: Alibaba Cloud and OVH
• Intel Stratix V: Texas Advanced Computing Center (TACC)
• Intel Stratix 10: Microsoft Azure (for AI applications)

• Most infrastructures let users load any hardware design (with limitations imposed by the 
underlying FPGA and design rule checks)

• Some infrastructures only give indirect access to FPGA, e.g., via HLS
• Most use pay-as-you-go model, or require users to rent compute resources up-front for a 

specified amount of time (e.g. per month)

EENG 428 / ENAS 968 – Cloud FPGA
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Amazon AWS as a Public Cloud Example

• Amazon Web Services (AWS) is a major public cloud infrastructure provider
• A subsidiary of Amazon 
• Provides on-demand cloud computing platforms to individuals, companies, 

and governments
• AWS operating income was $7.2 billion in 2018
• Amazon as a whole, had operating income of $12.4 billion in 2018 

(AWS contributed then 58%)
• AWS page is at https://aws.amazon.com

AWS services relevant to Cloud FPGAs include:
• Amazon Elastic Compute Cloud (EC2) – on-demand access to virtual servers in the cloud
• Amazon Elastic Block Storage (EBS) – block storage devices (i.e. “hard drives” for EC2)
• Amazon Simple Storage Service (S3) – data object storage service for sharing files 

(think of it like Dropbox)

EENG 428 / ENAS 968 – Cloud FPGA
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Running Virtual Machines in AWS

Abstracting away the details, users wishing to run virtual machines (VMs) in AWS EC2
need to decide the type of virtual machine image and the type of hardware to run the VM on
• Virtual Machine Image (OS, libraries, applications, etc.)

• Amazon calls these Amazon Machine Image (AMI)
• Basically disk image of a pre-installed operating system (OS), with some libraries and 

applications pre-installed as well

• Type of Hardware (CPU, memory, disk, optionally GPU, optionally FPGA)
• Amazon calls these Instance Types
• Physical hardware is shared by many users, e.g. 8 core CPU may be used to give 2 cores to 4 

users (without oversubscription)
• Three instance types exist 

for FPGAs, they are called 
F1 in Amazon

EENG 428 / ENAS 968 – Cloud FPGA
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Virtual Machine Costs in EC2

• Common AMIs are free, but there is marketplace for purchasing AMIs
with may come with some proprietary software or features

• Major costs are associated with the instance types, additional storage, 
networking, accelerators, etc.

• vCPU, Memory, and Storage: https://aws.amazon.com/ec2/pricing/on-demand/
• Additional storage: https://aws.amazon.com/s3/pricing/#Storage_pricing
• Data transfer: https://aws.amazon.com/s3/pricing/#Data_Transfer_pricing

• Payment options
• Free Instances – t2.micro instances
• Pay-as-you-go Instances – pay as you use the resources

• On-Demand instances, pay for EC2 resources by per hour or per second depending on instance type
• Spot instances, bid for EC2 resources, can be kicked off when others pay more, but can save up to 90%

• Reserve Instances – pre-pay for the resources up front, about 40% savings
• Dedicated Hosts – get whole EC2 server to your self, up to 70% cheaper over pay-as-you-go, but 

need get whole server

EENG 428 / ENAS 968 – Cloud FPGA
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Amazon F1 Instances

• Amazon EC2 F1 instances use FPGAs to enable users to deploy custom 
hardware accelerators

• Amazon EC2 F1 instance types introduced in beta in 2016, 
and general availability in 2017

• Amazon EC2 itself was introduced in 2006

• Three different types of instances are available (as of 2019):

• Spot pricing can be seen at https://aws.amazon.com/ec2/spot/pricing/
• During off-peak, e.g. weekends, there is 5% additional discount

EENG 428 / ENAS 968 – Cloud FPGA
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Amazon Datacenters with F1 Instances

• Amazon data centers are distributed throughout the world
• F1 instances are available to general public in limited regions, as of Oct. 2018: 

• US East (N. Virginia)
• US West (Oregon)
• Europe (Ireland)
• AWS GovCloud (US) regions

• Previews are available in:
• Europe (Frankfurt and London)
• Asia Pacific (Sydney)

• Benefits of different regions:
• Physical location (legal 

requirements for data storage
• Network latency

EENG 428 / ENAS 968 – Cloud FPGA
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AWS Inter-Region Latencies

• Data is available for latencies between AWS datacenters: https://www.cloudping.co/
• Inter-region latencies from ~20ms to ~250ms
• Random data about US

broadband [17]:

• Federal Communications 
Commission (FCC) 2016
report provides similar 
data [18]

• Advertised 4G wireless:
~100Mbps, ~20ms latency

• Latency is finally limited by the physical distance
EENG 428 / ENAS 968 – Cloud FPGA

© Jakub Szefer, Fall 2019 9



Share:
bit.ly/cloudfpga

Potential for Cloud FPGAs Revisited

• On-demand access to FPGAs to deploy custom hardware accelerators
• No up-front costs (no purchasing hardware, licenses, servers, etc.)
• Easy to scale out, just rent more instances
• Other high-performance components in the cloud (fast networking, fast storage, etc.)

Challenges:
• Need to write the hardware design, e.g. Verilog, test, and deploy
• Need to understand FPGAs and whole system to get best results
• Getting data to and from Cloud FPGAs (via the internet)

Limitations:
• Homogenous deployment, can only get one type of FPGA typically
• Cloud FPGAs are pay-as-you-go, with enough usage own FPGAs may be better
• Less control over data, cloud provider (today) can often access data

EENG 428 / ENAS 968 – Cloud FPGA
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Example AMD Server with Xilinx FPGAs

Not actual server used in Cloud FPGAs, but has all the key hardware:
• Main CPU for controlling the server (32-core EPYC 7551 CPU)
• Network interfaces for communication
• 8 FPGA boards (Xilinx Alveo U250 accelerator cards)

EENG 428 / ENAS 968 – Cloud FPGA
© Jakub Szefer, Fall 2019 12Image and server 

information from [1]

FPGA boards

QSFP 
connectors on 
FPGA boards

Server’s 
network ports

Cooling fans, FPGAs are 
passive (can have FPGAs 

with own fans)

Host CPU, 
disk, etc.

FPGA PCIe
connections 

(inside)
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Cloud FPGA Servers – PCIe and Server Networking

• FPGA board and networking connections today in Cloud FPGAs
• Today typically connected by PCIe to the server

• PCIe 3.0: ~15 GB/s (×16 lanes)
• PCIe 4.0: ~31 GB/s (×16 lanes)
• PCIe 5.0: ~63 GB/s (×16 lanes)
• PCIe 6.0: ~128 GB/s (×16 lanes)

• Usually 8 FPGAs per server
• But limited only by power supply

and number of PCIe slots
• Servers are connected via 

high-speed networking
• E.g. bandwidth up to 25 Gbps

between servers[13] in AWS
• Outside of the cloud, depends

on user’s internet, US average
is 64 Mbps[14]
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Cloud FPGA Servers – FPGA Interconnections

• Future options for interconnecting Cloud FPGAs
• Many FPGA boards have QSFP connectors

• QSFP: 4 Gbit/s
• QSFP+: 40 Gbit/s
• QSFP14: 50 Gbit/s
• QSFP28: 100 Gbit/s

• Many plan to add
FPGA-to-FPGA connections
using direct links, and likely
the QSFP connectors

• E.g. work by Microsoft[5]

• Could use Ethernet or QSFP to
connect to internet directly
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Cloud FPGA Servers – FPGA DRAM

• FPGA boards used in Cloud FPGAs typically come with DRAM chips 
installed on the boards itself, for direct use by the FPGA

• Today usually DDR4: about 18 GB/s
• All memories work in parallel: about 150 GB/s
• Typically 4 x 16GB = 64GB of memory

• DRAM controller needs to be instantiated on the FPGA
• In addition to other controllers, such as PCIe

EENG 428 / ENAS 968 – Cloud FPGA
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FPGAs used in Cloud FPGA Infrastructures

• Xilinx Virtex UltraScale+ FPGA VCU1525
• Very similar to card used in Amazon F1
• 2,500,000 logic cells
• Thermal Design Power (TDP) of 225W
• Up to PCIe 4.0 and DDR4 and QSFP networking

• Xilinx Alveo U200/U250/U280 Accelerator Cards
• Likely cards for Amazon F1 SDAccel
• 800,000 to 1,000,000 LUTs
• Thermal Design Power (TDP) of 225W
• Up to PCIe 4.0 and DDR4 and QSFP networking

• Catapult FPGA Accelerator Card (Microsoft + Intel FPGAs)
• Altera Stratix V GS D5
• 172,000 ALMs
• PCIe 3.0 and DDR3

EENG 428 / ENAS 968 – Cloud FPGA
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Other Recent FPGA Cards

• Xilinx Alveo U50 Accelerator Card (2019)
• Uses Xilinx’s 16nm UltraScale+ FPGA architecture
• 800,000 LUTs
• Thermal Design Power (TDP) of 75W
• PCIe 4.0 and HBM2
• QSFP networking

• Intel D5005 Programmable Acceleration Card (2019)
• Uses Intel’s 14nm Stratix 10 SX FPGA architecture
• 2,800,000 logic elements
• Thermal Design Power (TDP) of 215W
• PCIe 3.0 and DDR4
• QSFP networking

EENG 428 / ENAS 968 – Cloud FPGA
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Upcoming FPGA Architectures

• Xilinx Versal architecture
• 7nm technology
• 800,000 LUTs + AI engines + Arm cores
• PCIe 4.0, DDR4, HBM, and memory coherent with CPUs via CCIX
• Heterogeneous system, with Arm cores, real-time processors,

AI and DSP engines, DDR and HBM, etc.

• Intel Agilex architecture
• 10nm technology
• 900,000 ALMs + Arm cores
• PCIe 4.0, DDR4, HBM, and memory coherency with Xeon CPUs
• 3D heterogeneous system-in-package (SiP) using Embedded 

Multi-Die Interconnect Bridge (EMIB), and chiplet-based architecture 

• Future trend from pure FPGAs to heterogeneous systems built around FPGAs

EENG 428 / ENAS 968 – Cloud FPGA
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Vertically Integrating More Components onto a Chip

• Die stacking is recent technology introduced in computer chips, 
coming to FPGAs as well

• First major application in DRAM: High Bandwidth Memory 
(HBM) made of multiple DRAM dies

Die stacking:
• Multiple chips are stacked vertically 

on top of each other
• Increase density of chips
• Reduce interconnect distance

• Faster connection
• Less power

• Enabled by technologies such
as Through Silicon Vias (TSVs)
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Die stacking images and information
from Gabe Loh [16]
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Die Stacking: 2.5D, 3D, and Beyond

EENG 428 / ENAS 968 – Cloud FPGA
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3D Stacking

• Can stack many layers
• Each layer is (about) the same size
• Cooling is difficult
• Limited number of pins
• Power delivery is difficult

2.5D Stacking
(sometimes “3D” is used for this configuration as well)

• Only one layer high
• Variable die sizes
• Cooling is easier
• More pins, but bigger area
• Power delivery is easier

2.5D stacking is 
already used in 

UltraScale chips 
from Xilinx

Currently used 
in HBM DRAM 

memories

Xilinx die diagram
from [15]

Die stacking images and information
from Gabe Loh [16]
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Die Stacking: 2.5D, 3D, and Beyond
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5.5D Stacking

• Combine 2.5D with 3D stacking
• Some components are 3D stacked
• Some components are regular 2D
• All are stacked on the interposer in 2.5D manner

Infinite Stacking Options

• Mix 2.5D, 3D, and 5.5D

Die stacking images and information
from Gabe Loh [16]

Used by Xilinx 
Versal and Intel 

Agilex (HBM is the 
3D stacked part)
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FPGA “Free Lunch” with New Technologies

Future hardware allowing for bigger FPGAs, with more features

• Bigger FPGAs – 2.5D stacking allows smaller dies to be made into bigger FPGAs
• Other improvements:

• Better PCIe – for faster connection to host server
• FPGA-to-FPGA communication – for faster data transfer between FPGAs
• Faster DDR – quicker access to large DRAM
• HBM – faster access to memory
• Other accelerators – use 3D integration and chiplets to add AI, GPU, and other accelerators

• Programming FPGA will not change, still need hardware design skills
• But need to understand whole system, not just FPGA chip itself

EENG 428 / ENAS 968 – Cloud FPGA
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Summary of Typical Cloud FPGA Hardware

• FPGA chip (made of smaller
dies) remains core of 
Cloud FPGAs
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Cloud FPGA Server Software
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Cloud FPGA Server Software Stack

• Server software stack includes hypervisor, guest VMs, and user 
applications running on the VMs

• In IaaS setting:
• Hypervisor is controlled by the cloud provider
• Hypervisor controls all hardware
• Users provide guest VM images

(AMIs in Amazon’s terminology)
• Users provide applications

and software that run in VMs

• Cloud providers can give VM images
with pre-installed tools, e.g., for
FPGA development and programming

EENG 428 / ENAS 968 – Cloud FPGA
© Jakub Szefer, Fall 2019 25

Server

Guest 
VM

Hypervisor (VMM)

Guest 
VM

Guest 
VM

Hardware

AppAppApp
AppAppApp

AppAppApp

…

Ring -1

Ring 0

Ring 3



Share:
bit.ly/cloudfpga

Leveraging Hypervisor for Server Management

• Cloud provider runs management software
(e.g., open-source OpenStack or proprietary
software) that allocates instances to users

• Each server runs hypervisor that actually
controls the VMs on each server and
manages resources assigned to that 
VM (instance)

• Hypervisor gives access to
assigned hardware, such as FPGAs

• User’s VMs use built-in libraries 
to communicate with the FPGAs 
via PCIe drivers

EENG 428 / ENAS 968 – Cloud FPGA
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Guest VM Software and Libraries

• FPGA programming tools
• Verilog, VHLD, SystemVerilog, etc.
• High-Level Synthesis
• E.g. Xilinx Vivado or Intel Quartus

• FPGA programming tools can be run: locally by user, on VM (without FPGA), on VM (with FPGA)

• PCIe drivers for FPGA board
• Tools (often command line) for checking status, programming, clean up, etc.
• Libraries for programming languages (e.g., C or Python) 

for sending and receiving data from the FPGA
• (slow) Read or write data word by word – user initiates each read or write
• (faster) Bulk copy of data – copy data word by word, but under control of a library function
• (fastest) Direct Memory Access – copy data in large chunks between DRAM and FPGA

EENG 428 / ENAS 968 – Cloud FPGA
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FPGAs as End PCIe Devices

• Peripheral Component Interconnect (PCI) is a standard computer bus for connecting 
devices to the CPU

• PCIe is the Peripheral Component Interconnect Express 
bus introduced in 2003, de-facto standard 
for all peripherals

• There is also SATA for disks, 
and new standards for SSD drives

• Each PCI peripheral is identified by 
a bus number, a device number, 
and a function number: BDF triplet

• Each FPGA will have assigned BDF
number in the system

• Virtual numbers, 
managed by the hypervisor

EENG 428 / ENAS 968 – Cloud FPGA
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FPGA PCIe
connection

Hypervisor emulates a virtual bridge, 
so guest VMs can only access their 

assigned physical devices

Text and images adapted from:
Linux Device Drivers, 3rd Edition, Chapter 12
by Greg Kroah-Hartman, Alessandro Rubini, Jonathan Corbet
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Interacting with PCIe Devices

• PCI and PCIe devices are access through a set of memory-mapped registers
• All PCI devices feature at least a 256-byte address space; 

the first 64 bytes are standardized, 
while the rest are device dependent:

• Further configuration and interaction
is done through memory regions mapped
at the base address registers (BAR)

• PCIe example on right shows 6 BARs
• Each BAR is a memory-mapped region
• Side and location is specified by the

corresponding BAR in the configuration
space

EENG 428 / ENAS 968 – Cloud FPGA
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Interacting with PCIe Devices from Applications

• Linux (or in general OS) drivers are responsible to configure the devices
• Users can write or read data via the BARs to get or put data to or from device

Different BARs can exist for:
• Directly read or write data

• Writing data causes it to be written to a register or buffer in FPGA
• Writing data is done by poke() commands in Amazon F1
• Reading data causes data from FPGA register or buffer to be sent to user
• Reading data is done by peek() command in Amazon F1

• Setup information about DMA transaction
• Write data such as: amount of data to copy, DRAM address, copy to or from FPGA
• Write anther configuration register to trigger the DMA

More later in the course on PCIe and AXI bus…
EENG 428 / ENAS 968 – Cloud FPGA
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Run Time of a Hardware Design in Amazon F1
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Compile and Load Designs

Details of working with Amazon F1 Cloud FPGAs will be given in following lectures
throughout the semester, this is a high-level summary…

• A hardware development kit (HDK) needs to be used to create
and compile a design for the FPGA

• Design must include required parts such as PCIe, which
is part of the shell in AWS terminology

• Other parts are optional and up to the user, e.g. DRAM
and user logic; all must pass design check rules

• The FPGAs are loaded with Amazon FPGA Images (AFIs),
which are pretty much just bitstreams generated 
by the FPGA tools

• Once loaded, user can interact with the hardware
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FPGA chip

PCIe
Module
IP core

User Logic

DRAM
Ctrl.

Even idle or “unused” FPGA needs some minimal 
bitstream loaded, PCIe is used to program the 

FPGA; FPGA may be flushed with default bitstream
from Flash memory when users are switched
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Using F1 Cloud FPGAs: Command Line Interface

• A command line interface (CLI) can be used to interact with the FPGAs:
• Generate AFIs (bistreams)
• Get status of AFIs

• Get status of FPGA board
• Load design onto FPGA

• Use virtual LEDs, 
virtual dipswitches, or
virtual JTAG

• Interact with software
(C or Python libraries)

• Clear the FPGA board

EENG 428 / ENAS 968 – Cloud FPGA
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C and Python Libraries

Amazon provides libraries for both C and Python for programs to interact  
with the F1 instances running in the cloud:
fpga_mgmt

• Get FPGA status, load image, clear image, etc.
• Read virtual LEDs
• Set virtual dip switches

fpga_pcie
• PCIe setup related
• peek() and poke() implementations

fpga_dma – functions to control Direct Memory Access
• Setup DMA
• Copy data from device
• Copy data to device

EENG 428 / ENAS 968 – Cloud FPGA
© Jakub Szefer, Fall 2019 34

C header files in aws-fpga git:
aws-fpga/sdk/userspace/include/

Python binding in aws-fpga git:
aws-fpga/sdk/userspace/python_bindings/
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Some Performance Improving Features

DMA (Direct Memory Access)
• Allow for direct memory copying between server’s DRAM and FPGA (registers or DRAM)
• Bandwidth approaching 8GB/s (depends on HDK version, PCIe driver, etc.)

Data Retention in DRAM
• FPGA’s DRAM is cleared when new user is assigned an FPGA
• While user controls FPGA, and loads new designs, DRAM data is maintained

• Use one design to load or generate data, store in DRAM
• Use another design to process data from DRAM
• Avoid costly (taking time) data movement to and from FPGA when switching designs

Inter-FPGA high-speed links (future)
• High-speed communication between FPGAs

• QSFP+: 40Gb/s for 4 channels fully used by FPGAs
• PCIe 4.0: 31.51 GB/s for x16, but shared with server and other FPGAs

EENG 428 / ENAS 968 – Cloud FPGA
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Clear FPGA and Save Data

• End of hardware design's run time in Cloud FPGAs:
1. Compile and load design
2. Use Cloud FPGAs
3. Clear FPGA and save data

• Data generated by FPGA needs to be moved from FPGA to the server, then usually to Amazon 
storage (such as S3) or downloaded by the user

• The bitstream (referenced by AFI or GAFI) can remain in Amazon, and be re-used later
• Can share GAFI with other users so they don’t have to compile the design

EENG 428 / ENAS 968 – Cloud FPGA
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Need for Safety Checks

• Ability to load arbitrary bitstreams (AFIs) can create danger for the Cloud FPGA 
infrastructure and other users of Cloud FPGAs

• Cloud FPGA Security is new and active research field

Potential dangers of malicious hardware:
• Designs that dissipate a lot of power

• Damage FPGA
• Damage servers
• Damage other infrastructure

• Designs that create “sensors”, to learn otherwise forbidden information (e.g. data center 
temperature, FPGA voltage, etc.)

• Designs that leak information through side-channels
• Unknown dangers to future multi-tenant Cloud FPGAs (if they become reality)
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Safety Checks in Cloud FPGAs

• Different cloud providers deploy different levels of safety checks
1. None – let users do whatever they want, mostly in academic clouds
2. Check some features of design – use design rules and check for FPGA software warnings or errors
3. Synthesize hardware designs fully by cloud provider – e.g. user provide high-level design in C, and 

cloud provider runs HLS tools to generate hardware 

Approximate safety checks done by Amazon F1:
• Check proper tool’s version, HDK version, shell version, etc.
• Users submit digital checkpoint files (DCPs)

• Users generate DCPs, submit to Amazon
• Amazon runs partial synthesis on DCPs
• Checks for problems, errors, warnings (e.g. no ring oscillators are allowed)

• Run-time monitoring of power
• Throttle FPGA clocks, or even shut down if too much power is used (more information is here)
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*.dcp files generated by Xilinx (Vivado) tools are the design 
check points, which are created after each step of the 
compilation: synthesis, optimization, place & route, etc.
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Privacy Considerations

Using Amazon F1 as an example, the cloud provider has access to all the design details 
in the digital check points
• Need to read the license agreement and privacy policies
• Effectively cloud provider has access to whole hardware (and software) design

Data protection
• Data transfer between server and FPGA is not encrypted
• Data in FPGA’s DRAM is not encrypted

• May be scrambled by DRAM modules
• Possible to physically probe buses, debug via JTAG, etc.

• Cloud provider controls shell, PCIe code, DRAM code, etc.

Certification of cloud providers
• For use with sensitive (government or medical data) cloud providers need to get certified
• Check procedures, maybe code, and form promise by the cloud provider to follow certain rules

EENG 428 / ENAS 968 – Cloud FPGA
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