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ABSTRACT
With growing interest in computer security and the protection of the code and data which ex-
ecute on commodity computers, the amount of hardware security features in today’s processors
has increased significantly over the recent years. No longer of just academic interest, security
features inside processors have been embraced by industry as well, with a number of commer-
cial secure processor architectures available today. This book aims to give readers insights into
the principles behind the design of academic and commercial secure processor architectures.
Secure processor architecture research is concerned with exploring and designing hardware fea-
tures inside computer processors, features which can help protect confidentiality and integrity of
the code and data executing on the processor. Unlike traditional processor architecture research
that focuses on performance, efficiency, and energy as the first-order design objectives, secure
processor architecture design has security as the first-order design objective (while still keeping
the others as important design aspects that need to be considered).

This book aims to present the different challenges of secure processor architecture design
to graduate students interested in research on architecture and hardware security and computer
architects working in industry interested in adding security features to their designs. It aims to
educate readers about how the different challenges have been solved in the past and what are the
best practices, i.e., the principles, for design of new secure processor architectures. Based on the
careful review of past work by many computer architects and security researchers, readers also
will come to know the five basic principles needed for secure processor architecture design. The
book also presents existing research challenges and potential new research directions. Finally,
this book presents numerous design suggestions, as well as discusses pitfalls and fallacies that
designers should avoid.

KEYWORDS
secure processor design, processor architecture, computer security, trustworthy
computing, computer hardware security
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Preface
Recent years have brought increased interest in hardware security features that can be added to
computer processors to protect sensitive code and data. It has been realized that new hardware
security features can be used to provide, for example, means of authentication or protection of
confidentiality and integrity. The hardware offers a very high level of immutability, helping to
ensure that it is difficult to change the hardware security protections (unlike with software-only
protections). Hardware cannot be as easily bypassed or subverted as software, as it is the ultimate
lowest layer of a computer system. Finally, dedicated hardware for providing security protections
can potentially offer energy efficiency and minimal impact on system performance.

Yet, adding security features in hardware has many challenges. Defining what has to be
secured, and how, is often a subjective choice based on qualitative arguments—unlike the quan-
titative choices that computer architects are used to making. Moreover, once made, the hardware
cannot be easily changed, which necessitates careful design of the security features in the first
place. The secure architecture design process also requires foresight to include features and al-
gorithms that will be suitable for many years to come. Perhaps the biggest challenges are the
attacks and various information leaks that the system should protect against. Not only random
errors or faults need to be considered, but the system also needs to defend against “smart” at-
tackers who can intelligently manipulate inputs or probe the hardware to try to maximize their
chances of subverting the computer system’s protections.

This book assumes readers may be at the level of a first- or second-year graduate student
in computer architecture. The book is also suitable for more senior students or for practicing
computer architects who are interested in starting work on the design of secure processor ar-
chitectures. The book provides a chapter on security topics such as encryption, hashing, confi-
dentiality, and integrity, to name a few—consequently a background in computer security is not
required. It is the hope that this book will get computer architects excited about security and
help them work on secure processor architectures.

The chapters of this book are based on research ideas developed by the author and also
ideas gleaned from papers that a variety of researchers have presented in conferences such as
ISCA, ASPLOS, HPCA, CCS, S&P, and Usenix Security. Information is also included about
recent commercial architectures, such as Intel SGX, ARM TrustZone, and AMD memory en-
cryption technologies. The book, however, is not meant as a manual or tutorial about any one
specific security architecture. Rather, it uses past academic and industry research to derive and
present the principles behind design of such secure processor architectures.

This book is divided into ten chapters. Chapter 1 focuses on motivating the need for
secure processor architectures and gives an overview of the book’s organization. Chapter 2 covers
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basics of computer security needed for understanding secure processor architecture designs. It
can be considered an optional chapter for those already familiar with major computer security
topics. Chapter 3 discusses main features of secure processor architectures, such as extending
processors with new privilege levels, or breaking the traditional linear hierarchy of the privilege
levels. Chapter 4 focuses on the Trusted Execution Environments which are created by the
hardware and software Trusted Computing Base, and discusses various protections that secure
architectures can offer to the Trusted Execution Environments. Chapter 5 introduces the Root
of Trust from which most of the security features of a secure processor architecture are derived.
Chapter 6 is an in-depth discussion of protections that secure architectures use to protect main
memory, usually DRAM. Chapter 7 overviews security features that target designs with many
processors or many processor cores. Chapter 8 gives extended review of side channel threats,
processor features that contribute to existence of side channels, and ideas for eliminating various
side channels. Chapter 9 is an optional chapter, which can be considered a mini survey of work
on security verification of processor architectures and hardware. Chapter 10 concludes the book
by presenting the five principles for secure processor architecture design, along with research
challenges and future trends in secure processor designs.

After finishing this book, readers should be familiar with the five design principles for
secure processor architecture design, numerous design suggestions, as well as become educated
about pitfalls and fallacies that they should avoid when working on secure processor designs.
Most importantly, security at the processor and hardware level is a crucial aspect of today’s
computers, and this book aims to educate and excite readers about this research area and its
possibilities.

Jakub Szefer
October 2018
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C H A P T E R 1

Introduction
This chapter provides motivation for research and work on secure processor architectures. It also
provides an outline of the organization of this book and, in particular, highlights the core and
the optional chapters.

1.1 NEEDFOR SECUREPROCESSORARCHITECTURES
Secure processor architectures by design provide extra hardware features which enhance com-
modity processors with new security capabilities. The new security features may be purely in
hardware, or they may be implemented in both hardware and software. The former are the so-
called hardware security architectures, and the latter are the so-called hardware-software archi-
tectures. Unlike hardware security modules or dedicated security accelerators (see Section 3.6.5),
secure processor architectures are mainly designed as extensions of commodity processors, and
are based on architectures such as such x86 or RISC. The increased need for implementing
security features in processor architectures has been driven in recent years by three factors.

• Software Complexity and Bugs: Increased complexity and size of the software code run-
ning on commodity processors, especially the operating system or the hypervisor code,
makes it impractical, or even impossible, to provide security solely based in software—
more andmore lines of software code lead to increased number of software bugs and poten-
tial exploits. New features (e.g., new protection levels or new hardware features for creating
trusted software executing environments) are needed to provide an execution environment
wherein a small, trusted code can execute separated from the rest of the untrusted code.

• Side-Channel Attacks: Computation is today often done in settings such as in cloud
computing where many different users share the same physical hardware. Co-residency of
potential victims and attackers on same hardware can allow the attackers to learn sensitive
information through shared hardware and the side channels. Timing-based side chan-
nels, and also power, RF, or EM-based ones, exploit known side effects of the behavior of
commodity processors when different types of computations are performed. Only modifi-
cations at the architecture and hardware levels can mitigate different types of side channels
and the resulting side-channel attacks.

• Physical Attacks: Attacks including physical probing of memory busses or even memory
chips have necessitated protections against not just software, but hardware or physical
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attacks, especially as cloud computing has increased in popularity, where users no longer
have physical control over the hardware on which their code runs, new mechanisms are
needed to protect the code and data against physical attacks. Likewise, embedded devices
or Internet-of-Things devices are prone to physical attacks as users may not have physical
control over the devices at all times.

The first motivating factor for the need for secure processor architectures listed above is
the constantly increasing code size of the software, and consequent number of bugs and ex-
ploits. According to some estimates there can be as many as 20 bugs per 1000 lines of software
code [69]. Even if it is an overestimate, an operating system or hypervisor with millions of lines
of code will have thousands of bugs. The operating system is typically in charge of managing
applications, and as long as the operating system is running correctly, applications are protected
from one another. Today, however, the code base of an average operating system has grown
to tens of millions of lines of code and it is no longer possible for operating system to be bug
free—the operating system is no longer trustworthy to protect the applications. Similarly, af-
ter introduction of the new hypervisor privilege level, hypervisors were supposed to be small
and trustworthy to isolate different operating systems form one another. Yet today, hypervisors
are more like operating systems with millions of lines of code. The bloated code base makes
the operating systems and hypervisors less trustworthy. To secure applications (from each other
and from the untrustworthy operating system) or to secure virtual machines (VMs) (from each
other and from the untrustworthy hypervisor), a variety of secure processor architectures, and
design ideas, have been proposed that leverage changes in the architecture. New privilege levels
or mechanisms for separation of code and data can help protect trusted code from the rest of
the code running on the computer system.1

The second motivating factor for the need for secure processor architectures is side-
channel attacks. Side-channel attacks that leverage timing, power, RF, or EM changes or ema-
nations as processors execute different programs and instructions. The side-channel attacks have
been known and explored for a long time. Defending against such types of attacks, however, has
gained new urgency after Spectre [120] and Meltdown [138] attacks were publicized (while this
book was being written), which partly leverage cache timing side channels, for example.

The third factor driving the need for secure processor architectures is the physical attacks.
Lack of physical control over the computer system where the code is executing means that users
can no longer be sure that there is physical security and that nobody is tampering with their
system. For example, in cloud computing, users rent servers or VMS that are located in far away
data centers where rogue employees or hosting company compelled by the government can probe
the server hardware while it is running. In another scenario, embedded devices, such as in now
popular Internet-of-Things computing paradigm, are spread out in variety of locations where
the owner may not be able to ensure that they are physically secure.
1Hardware designs can suffer form bugs in the hardware description code, just as there are bugs in software. Chapter 9 gives
information about approaches for security verification of processor architectures and designs.
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1.2 BOOKORGANIZATION
Organization of this book’s chapters is shown in Figure 1.1 below. The overarching design goal
of secure architectures is to protect integrity and confidentiality of user applications, operating
system, hypervisor, or other software components, depending on the threat model and assump-
tions of the particular architecture, and prevent software or hardware attacks (again, within limits
of the particular threat model). To help students and practitioners learn about, and create, such
solutions and protections, the remainder of the book is divided into a number of chapters focus-
ing on major topic areas, culminating in the last chapter that presents the principles for secure
processor architecture design.

The remaining chapters of this book can be divided into three groups. Chapter 2 covers
basics of computer security needed for understanding secure processor architecture designs. It
can be considered an optional chapter for those already familiar with topics such as: confidential-
ity, integrity, availability, symmetric and public-key cryptography, secure hashing, hash trees,
etc. Chapters 3–8 and also Chapter 10 are the core of this book. Chapter 9 is again an optional
chapter, which can be considered a mini survey of work on security verification of processor
architectures and hardware.

Optional
background

Optional
mini survey

Core chapters
of the book

Chapter 2
Basic Computer

Security Concepts

Chapter 9
Security Verification of
Processor Architectures

Chapter 1
Introduction

Chapter 3
Secure Processor Architectures

Chapter 4
Trusted Execution Envronments

Chapter 5
Hardware Root of  Trust

Chapter 6
Memory Protections

Chapter 7
Multiprocessor and Many-core Protections

Chapter 8
Side Channel "reats and Protections

Chapter 10
Principles of Secure Processor Architecture

Design

Figure 1.1: Organization of this book’s chapters.





5

C H A P T E R 2

Basic Computer Security
Concepts

This chapter covers basics of computer security needed for understanding secure processor ar-
chitecture designs. It begins with a discussion of the trusted computing base, security threats
to a system, and discussion of threat models. A brief overview of information leaks and side
channels is also included in the chapter as it will be needed to understand the side-channel at-
tack protections that secure processor architectures needs. This chapter then dives into security
concepts of confidentiality, integrity, and availability. It also explains basics of symmetric-key
cryptography, public-key cryptography, and secure hashes. A short section on importance of
good sources of randomness is included. The chapter closes with a short overview of physically
unclonable functions (PUFs) and their applications.

2.1 TRUSTEDCOMPUTINGBASE

In a secure processor architecture, the Trusted Computing Base (TCB) is formed by the hard-
ware components and the software components that work together and provide some security
guarantees, as specified by the architecture. There is a distinction that can be made between
hardware secure architectures where the hardware is protecting the software but all security
mechanisms are solely in hardware, or hardware-software secure, architectures where hardware
works with some software (usually privileged software such as the operating system or the hy-
pervisor) to protect other software. The latter can provide more flexibility, but typically increases
the size of the TCB. Larger TCB is usually considered less desirable as more lines of software
code (and likewise lines of hardware description code) are assumed to be correlated with more
potential bugs [69] and consequently security vulnerabilities.

A typical computer system can be broken down into a number of distinct hardware com-
ponents, e.g., processor cores, processor caches, interconnect, Dynamic Random Access Mem-
ory (DRAM), etc. These hardware components interact with each other as well as with the
different software components as the system executes. The hardware components which are
dependent upon to provide security form the hardware TCB. Meanwhile, the software com-
ponents (if any) which are dependent upon to provide security form the software TCB. These
hardware and software components that work together and provide some security guarantees
are assumed to be trusted, and together form the whole TCB.
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Correct operation of the system depends on the correctness of the TCB. The goal of

secure processor architectures is then to ensure that the trusted hardware components can work
together with the trusted software components to provide the desired security properties and
protections for the software (e.g., trusted software modules or enclaves, whole user applications,
or even containers or VMs) running on the system.

In addition to the trusted hardware and software components, there are the untrusted
parts of the system. The untrusted parts (hardware or software) need not be overtly malicious,
but are simply not trusted for the correct operation of the system. During the design of a secure
processor architecture, the trusted computing base has to be constructed such that, regardless of
the actions taken by the untrusted parts, the security properties of the system will be maintained.
Effectively, each untrusted entity can be a potential attacker that tries to break the security of the
system—the designer has to then consider all possible attacks by all the untrusted entities, unless
a specific threat is explicitly not protected against, as specified in the threat model (discussed in
Section 2.2.6). Beyond the untrusted entities which are part of the system, there are external
attackers which should also be considered, i.e., physical attacks on the computer system.

It should be emphasized that trusted parts are ones on which the correct operation of the
system explicitly depends on. If something happens to a trusted part (e.g., a software function
is altered or a hardware module is modified) then the protections of the whole system can no
longer be assumed. The trusted part, however, could be malicious to begin with or buggy due to
poor design. A trusted software or a trusted hardware part thus may or may not be trustworthy.

Trustworthiness is a qualitative designation indicating whether the entity will behave as
expected, is free of bugs and vulnerabilities, and is not malicious. The designation of an entity
as trustworthy is separate from the designation of the entity as trusted. A secure processor ar-
chitecture is designed with explicit assumption about which hardware or software entities need
to be trusted, i.e., these entities from the TCB. During the design and implementation of these
entities, it needs to be ensured that they are indeed trustworthy. Techniques such as formal
security verification [52] should be applied to make sure the design is correct. However, even
beyond design, bugs, or malicious modifications can be introduced during manufacturing time,
e.g., hardware trojans can be added [213].

Architecture designers typically focus on ensuring that the protocols, interactions, inter-
faces, and use of encryption and hashing among the trusted components are such that there
can be no attack. Once there is confidence that the system cannot be attacked due to a logical
design in the flaw, the focus can move to the implementation details. Implementation details1
focus on issues such as malicious foundries [231] or supply chain security [178]. Even when the
lifetime of a processor ends, issues of trustworthiness can continue (e.g., make sure the system
permanently destroys the encryption keys).

1It should be noted that side channels are related to both the design process, e.g., timing side channels due to the way the
cache is designed are independent of the physical implementation details of the cache, and to the implementation process,
e.g., different types of transistors or logic gates may create thermal or EM side channels. Side channels are discussed in
Section 2.2.4.
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2.1.1 KERCKHOFFS’S PRINCIPLE: AVOID SECURITYTHROUGH
OBSCURITY

Kerckhoffs’ principle is well known and was first created in the context of cryptographic sys-
tems [167]. The principle can be paraphrased as stating that operation of the TCB of a security
system should be publicly known and should have no secrets other then the cryptographic keys.
Thus, even if an attacker knows everything about the operation of the TCB, he or she still cannot
break the system unless he or she knows the cryptographic keys.

Many failed security systems practice the opposite of this principle, which is security
through obscurity. Security through obscurity can be paraphrased as attempting to secure the
system bymaking the operation of the TCB secret and hoping that any potential attackers are not
able to reverse engineer the system and break it. Designers should not underestimate the clev-
erness of attackers and they should never practice security through obscurity. Security through
obscurity has led to many real attacks, such as on metro cards [44], or could potentially lead to
attacks on computer processors, as with researchers recently breaking into Intel’s Management
Engine [60] that runs secretive code which is in charge of the computer platform.

2.2 SECURITYTHREATSTOA SYSTEM
The processor, the whole hardware of the computer system, and the software executing on it
can be vulnerable to a number of security threats. The attackers can exploit the attack surface to
mount different types of attacks, and these need to be protected against.

2.2.1 THEATTACK SURFACE
The attack surface is the combination of all the attack vectors that can be used against a system.
Individual attack vectors are different ways that an attacker can try to break system’s security.
Figure 2.1 shows different types of attack vectors (left side of the figure), along with potential
parts of the systemwhich can be targets of the attacks (bottom of the figure). Attack vectors could
be through hardware or software, and in both cases could be due to so-called external attackers
(attacker is not executing code on the target computer nor physically near the computer system
they are attacking) or so-called internal attackers (the attacker is running code on the system he
or she is trying to attack, or has physical access to the system).Hardware attacks could come from
untrusted hardware (not in the TCB), or external physical attacks (e.g., physical probing of the
memory or data buses). Software attacks could come from untrusted software (not in the TCB)
or the software that is supposed to be protected (but due to bugs or malicious behavior tries to
attack the system on which it is running). The targets of the attacks, shown at the bottom of
Figure 2.1, can be hardware which is in the TCB, software which is in the TCB, or the software
that is supposed to be protected. It does not make sense to try to attack the untrusted hardware
or the untrusted software as by definition it does not provide any security mechanisms nor hold
any sensitive data.
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Figure 2.1: The potential attack surface of a secure processor. The terms external and internal
refer to whether the potential attack is from within the system or from outside. The targets of
the attacks can be either the TCB or the software that is being protected (by the TCB).

There are numerous examples of the different classes of attacks. Software-on-software at-
tacks could be untrusted operating system attacking software that is being protected. A software-
on-hardware attack could be untrusted software using cache side-channel attacks to learn secret
information from a processor cache’s operation. A hardware-on-software attack could be an
untrusted memory controller trying to extract information from DRAM memory. A hardware-
on-hardware attack could be untrusted peripheral trying to disable memory encryption engine.
Note that components inside the software or hardware TCB are never assumed to be sources of
attacks, as by definition, they are trusted with ensuring protections for the system.

2.2.2 PASSIVEANDACTIVEATTACKS
Passive attacks are the types of attacks where the attacker only observes the operation of the
system. He or she does not actively trigger any inputs nor otherwise interact with the system.
Passive attackers are most often called an eavesdroppers. They listen in on communication (in-
ternal or external to the system) to try to deduce the secret information or code. Side-channel
attacks are types of passive attacks where attackers gather timing measurements, or power, EM,
thermal, or other emanations from the system to try to learn what it is doing or to learn the
secrets (more on side channels is mentioned shortly in Section 2.2.4).

Active attacks involve the attacker trying to modify code or data of the system. An attacker
may try to write into some memory location (e.g., to change encryption key stored there) or
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execute a series of instructions (e.g., to heat up the chip and cause it to fail). Physical attacks on
processor chips such as fault injection are also active attacks as the attacker actively manipulates
the (physical) state of the system.

The attacks can be further divided into: snooping, spoofing, splicing, replay, and distur-
bance attacks. Snooping attacks are passive attacks where the attacker simply tries to observe or
read some information. Spoofing attacks are active attacks that, for example, involve injecting
new memory commands to try to read or modify data in memory. Splicing attacks are also active
attacks, which, for example, involve combining portions of legitimate memory commands (ob-
served before through a snooping attack) into new memory commands (to read or modify data).
Typically, splicing involves combining requests from one command (e.g., a memory read from,
or a write to, a specific address) with authentication information from another command. Replay
attacks are another example of active attacks which involve, for example, re-sending previously
observed memory command again in the future. Disturbance attacks are the last type of active
attack and they include attacks such as Denial of Service (DoS) on memory bus [153], using
repeated memory accesses to age circuits [110], repeated memory access to trigger Rowhammer
bug [117], etc.

2.2.3 MAN-IN-THE-MIDDLEATTACKS
Man-in-the-middle attacks are attacks on communication (internal external to the system).
As the name implies, man-in-the-middle attempts to intercept communication between two
trusted components, and the goal is for neither entity to recognize that someone is intercepting
the communication. Man-in-the-middle can be passive (receive data, read it, and forward to
original destination without any changes) or active (modify data after receiving it or inject some
new data).

2.2.4 SIDEANDCOVERTCHANNELSANDATTACKS
A covert channel [67] is a communication channel that was not intended or designed to transfer
information between a sender and a receiver. Covert channels typically leverage unusual methods
for communication of information, never intended by the system’s designers. These channels can
include use of timing, power, thermal emanations, electro-magnetic (EM) emanations, acoustic
emanations, and possibly others. With the exception of timing channels, most channels require
some physical proximity and sensors to detect the transmitted information, e.g., use of EM
probe to sense EM emanations. Meanwhile, many timing-based channels are very powerful as
they do not require physical access, only that sender and receiver run some code on the same
system. Some covert channels can be prevented at the design time if they are known to exist,
e.g., through proper isolation of processes or by partitioning caches, but many go unnoticed until
the system is deployed.

Covert channels are important when considering intentional information exfiltration
where one program manipulates the state of the system according to some protocol and an-
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other observers the changes to read the “messages” that are sent to it. Covert channels are a
concern because even when there is explicit isolation, e.g., each program runs in its own address
space and cannot directly read and write another program’s memory, a covert channel may allow
the isolation mechanisms to be bypassed.

A side channel [128] is similar to a covert channel, but the sender does not intend to
communicate information to the receiver, rather the sending (i.e., leaking) of information is a
side effect of the implementation and the way the computer hardware or software is used. Side
channels can use same means as covert channels, e.g., timing, to transmit information. Typically,
covert channels and attacks are analyzed or presented first as both sender and receiver is under
control of the potential attacker and it is easier to create a covert channel. Next, side channels
are usually explored as they are more difficult to create since the victim (i.e., sender) is not under
control of the attacker. Some side channels, like covert channels, can be prevented at the design
time, e.g., through constant-time software implementations or by randomizing caches, butmany
also go unnoticed until the system is deployed.

Side channels are important when considering unintentional information leaks. In a side
channel, there is usually a victim process that uses a computer system and the way the system
is used can be observed by an attacker process. Processor-based side and covert channels can
be generally categorized as timing-based, access-based, or trace-based channels. Timing-based
channels rely on the timing of various operations to leak information, e.g., [4, 21, 122]. For
example, one process performs many memory accesses so that memory accesses of another pro-
cess are slowed down. Access-based channels rely on accessing some information directly, e.g.,
[83, 161, 165, 174, 253]. For example, one process probes the cache state by timing its own
memory accesses. Trace-based channels rely on measuring exact execution of a program, e.g.,
[1]. For example, attacker obtains sequence of memory accesses and whether they are cache hits
or misses based on the power measurements. Besides processor-based side and covert channels,
others exist, such as through power [121], EM radiation [6], thermal [106], etc.

Both covert and side channels can be created as a result of the logical design of the system,
or due to the implementation of the system. Timing channels are often due to design, e.g., caches
have different timing for a cache hit vs. cache miss, thus observation of the timing of memory
access can reveal some information about state of the system. Timing channels can often be
fixed or at least mitigated by changing the design, e.g., disable caches or use partitioned or
randomized caches. Implementation-related channels can be, for example, EM channels, where
the logical design does not leak any information (e.g., no timing cache channel exists), but EM
radiation can reveal some information (e.g., memory address used to perform a memory access).
Implementation-related channels, similar to hardware trojans, cannot often be easily defended
at the architecture level. Meanwhile, timing channels or other due to the logical design of the
system can be defended by changing the system design.
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2.2.5 INFORMATIONFLOWSANDATTACKBANDWIDTHS
The information flow refers to the transfer of information between different entities. Information
flow can be explicit, e.g., a D b where data or information in b is moved to a, or it can be implicit,
e.g., b D 0I if .a/ then b D 1, where the value of b reflects whether a is true, but there was never
a direct assignment, or copying of data, from a to b. Typically when discussing information
flow there is a low-security entity that interacts with a high-security entity. A system could have
a desired property such as “there is no information flow between the components x and y” or
“component x’s file z is never accessible by component y.” Information flow can happen through
data or through timing information.

If there is a possible information flow between the system and an attacker, then there is
a potential attack vector. This has been formalized in security verification by number of tools
which can try to check whether there are information flows between different entities in the
system [52]. Side and covert channels can also be expressed in terms of information flow between
an attacker and a victim.

When there is information flow, one needs to also consider bandwidth and the probabilis-
tic nature of the information flow. Bandwidth simply means how much data can be transferred
in a unit of time. Naturally, higher bandwidth information flows are more dangerous from se-
curity perspective. Although, in many cases to goal of an attacker is to exfiltrate a cryptographic
key, e.g., 128–4096 bits, and the actual bandwidth does not need to be very high to get useful
information (i.e., the key). The other aspect is the probabilistic nature of the information flow.
As an example, in a cache side-channel attack, there is interaction between attacker process and
victim process, who both affect the state of the cache, which leads to the side-channel attack.
However, the information flow depends on the behavior of the attacker and the victim. If victim
and attacker always access mutually exclusive cache sets, there is no information leak; if they ac-
cess or contend for the same cache set, there can be information leak. Thus, there is not always
an actual information flow, even it it is possible to have one.

Whether there is an information flow between a potential attacker and victim can be
analyzed using non-interference. Non-interference is a property that typically refers to how
untrusted entities interact with trusted entities. The interference between these entities can be
analyzed to check that the untrusted entity is not able to observe any differences in its own
behavior, or the behavior of the system, in response to, or as a byproduct of, a trusted entity
processing sensitive or non-sensitive inputs. The trusted entity, however, may observe differ-
ences in the behavior of system or the untrusted entity. Non-interference essentially means that
information about the operation of the secure entity does not leak to the insecure entity.

2.2.6 THETHREATMODEL
A threat model is a concise specification of the threats that a given secure processor architecture
protects against. It is unlikely that an architecture can be designed to protect against all pos-
sible hardware and software attacks. Also, it may be economically infeasible to try to provide
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protections against certain, unlikely attacks. At the very least, a threat model should specify the
assumptions and threats that the architecture considers. It should specify the following.

1. TCB: the set of trusted hardware and software components.

2. Security properties: properties that the TCB aims to guarantee.

3. Attacker assumptions: capabilities of potential attackers.

4. Potential vulnerabilities: attackers and attack vectors on the trusted computing base, in-
cluding untrusted entities and also any external attackers which will be defended against.

As part of the threat model, it is beneficial to also list any groups of potential attackers,
attackers’ capabilities, or attack vectors which are out-of-the-scope of the protections the trusted
computing base of the secure architecture aims to ensure. This can clarify what is not being
protected by the design.

Different secure processor architectures will provide protections under assumptions of dif-
ferent possible attacks, thus direct comparison of the architectures is often difficult. For example,
some may protect from physical attacks on DRAM memory but not side channels, but others
may protect against timing side channels, but not against physical attacks.

When there is an attack, since each architecture is designed for a specific threat model, it
is important to distinguish whether the attack is indeed within the scope of the threat model.
Sometimes the problem with the architecture is actually with the threat model. For exam-
ple, recent Intel SGX architecture does not aim to protect against side-channel attacks due
to caches [104], while there are many researchers presenting such attacks against SGX [75].
Architects need to consider needs and expectations of the users and make sure the threat model
matches what is assumed by the users.

2.2.7 THREATSTOHARDWAREAFTERTHEDESIGNPHASE
Secure processor design focuses on minimizing the TCB, and protecting against a variety of
attacks. All the protections depend on the trustworthiness of the TCB, and at the design time
the designer should attempt to verify the TCB [52]. When the hardware and software is actually
manufactured, however, there are a number of threats that may still undermine the design:

BugsorVulnerabilities in theTCB—By definition, the TCB is fully trusted and assumed
to be bug and vulnerability free. This is usually not explicitly stated, but should still be kept
in mind while discussing security of any given architecture. Software (and hardware) design
security verification [52] are themselves large research areas that can inform assumptions about
the dangers of bugs and vulnerabilities in the TCB, and how to avoid them.

Hardware Trojans and Supply Chain Attacks—With the growing globalization of the
supply chain, a single processor may include intellectual property (IP) blocks from multiple
vendors from different countries, the whole system may be manufactured and processed in many
different facilities in many countries before the final product is delivered to the customers. All
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the different parties who supply IP blocks or are part of the manufacturing and supply chain can
potentially alter or modify the design to insert hardware trojans. When discussing the secure
processor architecture design, it is usually implied that as long as the design is correct, the actual
processor will be properly manufactured according to the design and not altered. Hardware
trojan detection and prevention [231] as well as supply chain issues [178] are themselves large
research topics that are well studied, and they can inform the assumptions about the threats of
hardware trojans or possible supply chain attacks on the TCB.

Physical Probing and Invasive Attacks—Once a processor is manufactured and used in
a real device, the device can be potentially easily probed through physical means. Some architec-
tures may assume no physical attacks (e.g., processor is used in a system that is located in a secure
facility) or they may assume limited physical attacks (e.g., the memory chip can be probed as it
is separate from the main processor, but the processor itself cannot be probed). Typical physical
attacks may involve reading out data from device via standard interfaces (e.g., remove DRAM
chip, place in another computer, and read out contents of the DRAM memory chip [86]). They
may also involve invasive attacks, such as decapsulating the package of the processor or memory
to get access to the circuits on the chip. Such invasive attacks may use etching or drilling and
use an optical microscope and a small metal probes to inspect the circuits. More sophisticated
attacks can use focused ion beam (FIB) for probing of deep metal and polysilicon lines on the
chip, or they can even be used to modify of the chip structure by adding interconnect wires or
even creating new transistors [92]. Different secure processor architectures typically aim to pro-
tect against a subset of these attacks, e.g., assume DRAM memory can be removed and probed.
There is a large body of ongoing research relating to physical attacks [213] that can be used to
contextualize the assumptions about physical probing and attacks.

2.3 BASIC SECURITYCONCEPTS

Analyzing and designing a secure processor architecture involves deciding about what properties
the system will provide for the protected software, within the limitations of the threat model.
The basic properties are: confidentiality, integrity, and availability. Furthermore, authentication
mechanisms are important to consider. As part of integrity checking and also of authentication,
understanding freshness and nonces is a crucial aspect. Finally, it is important to distinguish
security from reliability, and keep in mind that security assumes reliability is already in place.

2.3.1 CONFIDENTIALITY, INTEGRITY, ANDAVAILABILITY
One of most basic objectives of any computer security system, whether hardware or software,
is to protect code and data stored or executing on the system. There are three well-known se-
curity properties of the code or data with regard to which the code or data can be protected:
confidentiality, integrity, and availability. These properties are defined by [128] as follows.
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• “Confidentiality is the prevention of the disclosure of secret or sensitive information to

unauthorized users or entities.”

• “Integrity is the prevention of unauthorized modification of protected information with-
out detection.”

• “Availability is the provision of services and systems to legitimate users when requested
or needed.”

Confidentiality of code or data can be ensured if there is no action, or set of actions, that
an untrusted entity can make to directly read, or otherwise deduce, contents of the confiden-
tial code or data. In terms of information flow, confidentiality can be modeled as existence of
channels for information flow from the trusted entities to the untrusted entities. Such channels
could be modeled as noisy channels or lossy channels if the untrusted entity only gets partial
information about the confidential code or data. If the attacker is able to find a confidentiality
breach, then the attacker can learn some or all information about sensitive code or data that the
architecture aimed to protect, and the architecture in question needs to be redesigned and fixed.

It should be stressed that even partial information lean can be dangerous. Often attackers
will have access to some external information or an ability to brute-force and make educated
guesses once they have some partial information. The external information can be public infor-
mation known to everybody, or some information attacker has obtained (e.g., through a different
attack). This can help deduce information (e.g., combine known memory layout of a program
with timing information for the cache). The ability to brute-force and check all possibilities,
especially when guessing cryptographic keys, means that attackers do not actually need to get all
the 128 bits for 128-bit AES, for example, they may get 96 or even 64 bits, and try to guess the
rest in matter of days on a powerful computer. Finding an attack that requires no specific outside
information, or no brute-forcing to work, is much more powerful and damaging than finding
a very specific attack that only works in certain scenarios with lots of external information or
requires brute-forcing some information.

Integrity of code and data can be ensured if there is no action, or set of actions, which
allow untrusted entity to modify the protected code or data. Integrity attacks do not require an
attacker to learn any information, but only the ability to modify something. Integrity attacks
focus on code or data related to authentication or integrity checks, so as to allow the attacker to
bypass these checks, and breach the system.

Integrity attacks can vary in the amount of modification the attacker attempts to do. On
one end of the spectrum, an attacker may want to modify just one bit of information, e.g.,
enable/disable protections bit, that will allow him or her to later damage the system through a
different attack. On the other end of the spectrum, he or she may try to modify whole memory
contents to rewrite some code or data in the system.

Availability of the code and data can be ensured if there is no way for an attacker to deny
service to the users of the system. Availability almost never can be achieved through use of one
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single secure processor design, e.g., the attacker can always smash the processor with a hammer
to destroy it and thus deny it access to anybody. In less drastic approaches, attackers can slowly
use up memory or other resources of the system, making it impossible for the protected code and
data to execute in reasonable time. Availability can be achieved by using many secure processor
working together, such as through redundancy.

2.3.2 AUTHENTICATION
Authentication relates to determining who a user or system is [128]. One approach to imple-
menting authentication is for the parts of a system, or for a user and a system, to exchange
information something that each knows, such as a password. This is usually referred to as prov-
ing “what you know,” other approaches use proving “what you have” or “what you are” [128].
Authentication inherently requires integrity, as an attackers should neither be able to modify
the authentication information nor make up their own.

2.3.3 FRESHNESSANDNONCES
When dealing with integrity or authentication, it is not only important that the information is
correct but that it is “fresh.” A good example of need for freshness are replay attacks where some
previously correct and good data or information is re-sent at a future time when the information
is no longer up to date. To ensure freshness, nonces are used. A nonce is a “number used once”
and is a commonway to ensure freshness in cryptographic protocols.Often, there is not a trusted,
global clock that a components of a system can reference to find out if some event has happened
before or after some time. An alternative is to use some indicator, the nonce, which can be
referenced. As each value of the nonce is used once during a lifetime of the system, once a number
has been used, it can be remembered. A practical way to implement nonces is to use a monotonic
counter, thus only one, latest, value needs to be stored securely for reference by each component.
An alternative could be to use random numbers as nonces (e.g., sender sends a random n and
receiver replies with n C 1). When using random numbers as nonces, there is danger of two
random number repeating themselves. Consequently, it may be best to use monotonic counters
as nonces when it is possible to store the state (i.e., store the last nonce value.”

2.3.4 SECURITY VS. RELIABILITY
From a security perspective, confidentiality, integrity, and availability assume a sophisticated
attacker who attempts to maximize their chance of breaking the system. Security assumes that
reliability, i.e., protection from random faults or errors, is already provided by the system, and
focuses instead on the deliberate attacks by a smart adversary. Thus, reliability is about random
errors, e.g., cosmic rays striking DRAM and causing a fault, while security is about deliberate
attacks, e.g., attacker modifying exactly the memory location storing the secret key. When con-
sidering system availability, if the reliability is not maintained (e.g., the system shuts down), it
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still should not allow disclosure of any information to a potential attacker, nor allow information
to be modified.

2.4 SYMMETRIC-KEYCRYPTOGRAPHY
To ensure data confidentiality, symmetric- or private-key cryptography is needed. In symmetric-
key cryptography, data encryption and decryption uses the same secret key. When protecting
data, there is the plaintext p which is encrypted into a resulting ciphertext c by the encryption
function which also uses some private key k. Thus, the encryption process is: c D Enc.k; p/.
To get back the plaintext data, decryption is needed: p D Dec.k; c/. Note, both encryption and
decryption use the same key in symmetric-key cryptography. It is required that the encrypted
ciphertext looks almost random to someone who does not posses the key k. Given ciphertext,
an attacker should not be able to learn neither the key nor the plaintext data. Symmetric-key
algorithms can be broken down into block ciphers and stream ciphers.

2.4.1 SYMMETRIC-KEYALGORITHMS: BLOCKCIPHERS
Block ciphers work on blocks of data, e.g., AES uses a 16-byte block. Plaintext to be encrypted
has to be amultiple of the block size. Data smaller than the block needs to be padded to the block
size, while data bigger than the block size is encrypted in block-sized chunks. For data bigger
than one block size, there are different modes of operation of the block cipher that determine
how the blocks are encrypted [128]. Electronic Code Book (ECB) mode simply encrypts one
block at a time. The danger of ECB is that encryption of same data blocks will result in same
ciphertext blocks when using same keys, which can reveal patterns about the input plaintext
data. Other modes include Cipher Block Chaining (CBC) or Counter Mode (CTR). Here, the
same input data blocks will results in different ciphertext blocks, even when using same key.

Encryption only provides confidentiality, but integrity is often also desired. For integrity
protection, there are dedicated modes of operation [128], e.g., Hash-based Message Authenti-
cation Code (HMAC), Cipher-based Message Authentication Code (CMAC), or Galois Mes-
sage Authentication Code (GMAC). In these modes, the last ciphertext block is effectively a
secure hash (fingerprint) of the whole data, and its value depends on the encryption key.

To avoid having to separately do encryption and hashing, there are authenticated encryp-
tion modes which combine the two operations into one. One of the most recent recommended
modes is the Galois/Counter Mode (GCM) [148]. Given a key, it can encrypt data and generate
a keyed-hash value of the data.

Decryption works similar to encryption, where one has to work with block-sized chunks
of ciphertext. Some modes of operation, e.g., CTR, allow for easy decryption of random blocks
inside the ciphertext. With CTR, each block is xored with an encryption of a counter, knowing
which counter corresponds to which block, a random block can be decrypted by encrypting the
counter value and xor ing it with the ciphertext block. Meanwhile, others may require to decrypt
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multiple blocks together or a whole ciphertext (due to the chaining, in a serial fashion, among
the individual blocks).

2.4.2 SYMMETRIC-KEYALGORITHMS: STREAMCIPHERS
Adifferent approach to symmetric-key encryption is taken by stream ciphers. Here, the plaintext
is encrypted bit by bit by combining it (using xor operation) with a pseudorandom keystream.
The keystream is typically generated from a random seed using shift registers, and the seed is the
cryptographic key needed for decryption. Some modes of operation of block ciphers behave as
stream ciphers, but still the main distinction is that they operate on blocks of data, while stream
ciphers operate on bits.

Stream ciphers can be faster in hardware than block ciphers. One disadvantage is that is
hard to provide ability to do random data access inside the encrypted ciphertext as one has to
re-generate the pseudorandom keystream up to the point where the to-be-access data is located
in the ciphertext stream.

2.4.3 STANDARDSYMMETRIC: KEYALGORITHMS
While a number of symmetric-key algorithms exist, designers should use the AES [173] which
is well studied and considered secure. There are also some “lightweight” block ciphers, such as
PRESENT [27]. Older algorithms such as RC4, DES, or 3DES should no longer be used as
their key sizes are too small or they are considered insecure due to cryptographic attacks. More-
over, custom-designed algorithms should be avoided. There are numerous examples of security-
by-obscurity where custom, publicly untested algorithms have been deployed in products such
as metro cards, only to be found to have serious flaws [44]. Among stream ciphers, there are
Salsa29 and its variant ChaCha [22].

2.5 PUBLIC-KEYCRYPTOGRAPHY
In public-key cryptography, also called asymmetric-key cryptography, data encryption and de-
cryption uses different keys. For confidentiality protection, the input is a plaintext p which is
encrypted into a resulting ciphertext c by the encryption function which uses the public key pk.
Thus the encryption process is: c D Enc.pk; p/. To get back the plaintext data, decryption is
needed: p D Dec.sk; c/. Here, the decryption uses the secret key sk. Given a pk it should be
infeasible to find out what is the secret key sk, which depends on hardness of certain mathemat-
ical problems, such as factoring of large numbers, e.g., RSA [175]. The advantage of public-key
cryptography is that pk can be given to anybody, and they can encrypt the data or code using
this pk. Meanwhile, only the user, program, or hardware module in possession of the sk can
decrypt the data.

For integrity, public-key cryptography can be used in “reverse” direction when used in
digital signatures or message authentication codes. The sk can be used to create a digital signa-
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ture, and anybody with access to the pk can verify the signature—but cannot make a new valid
signature as they do not have sk nor can they get the sk from knowing pk.

2.5.1 KEY ENCAPSULATIONMECHANISMS
Key Encapsulation Mechanisms (KEMs) are methods for securely transmitting a symmetric en-
cryption key using public-key encryption. Public-key encryption is typically significantly slower
and more costly in terms of computations. As result, in most applications which require encryp-
tion of a lot of data in a public-key setting, the encryption key is secured and transferred using
the (relatively slow) public-key encryption, while the actual data is later encrypted (relatively
fast) using that symmetric key. Upon receiving a message, first the public-key algorithm is used
to decrypt the key, then the symmetric-key algorithm is used to decrypt the actual data.

2.5.2 STANDARDPUBLIC-KEYALGORITHMS
The most well-known public-key algorithm is the RSA algorithm [175], which derives its secu-
rity from hardness of problem of factoring large numbers. More recently, Elliptic Curve Cryp-
tography (ECC) [87] has gained popularity as well, which is based on the algebraic structure of
elliptic curves over finite fields.

2.5.3 POST-QUANTUMCRYPTOGRAPHY
Most recently, there is active interest in the so-called Post-Quantum Cryptographic (PQC)
algorithms, as the promise of practical quantum computers nears [37]. In the 1990s, Shor
proposed algorithms that can solve both the integer-factorization problem and the discrete-
logarithm problem in polynomial time on a quantum computer [197, 198]. Cryptosystems based
on the hardness assumptions of the integer-factorization problem and the discrete-logarithm
problem can be broken using Shor’s algorithm and a quantum computer. For example, public-
key algorithms such as RSA may not be secure for long-term use and other algorithms need to
be standardized and used in their place.

As of 2018, there are five categories of mathematical problems that are under investigation
as candidates for PQC: code-based systems, lattice-based systems, hash-based systems, systems
based on multivariate polynomial equations, and systems based on supersingular isogenies of
elliptic curves [23, 179].

In addition, Grover’s algorithm [78] gives a square-root speedup on brute-force attacks
that check every possible key. This does not break symmetric-key algorithms, such as AES,
but does necessitate the use of larger keys. For example, a 256-bit pre-quantum security level
corresponds to 128-bit post-quantum security level.
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2.6 RANDOMNUMBERGENERATION
Most security and cryptographic algorithms and protocols depend on good sources of random
numbers, especially for key generation. There are pseudo-random number generators (PRNGs),
which use an algorithm to expand a seed into a long string of random-looking numbers. The
numbers are not truly random, as given knowledge of the seed and the algorithm; anybody
can re-generate the same sequence of random-looking numbers. There are also true random
number generators (TRNGs), which generate truly random numbers. For example, physical
phenomenon like electrical noise or temperature variations can be used as sources of randomness.
True random numbers are hard to obtain at high rate, thus many times TRNGs generate a
small true random number, the seed, and a PRNG is used to expand that seed into a long
string of random numbers. As long as the seed is truly random, and never accessible to potential
attackers, then the resulting PRNG output can be used in secure manner. Computer architects
often assume existence of sufficient randomness, and hardware and circuit designers are ones
focusing on how to create such circuits. Designers should however realize that TRNGs can be
manipulated, such as by inserting backdoors into processor’s random number generator [166].

2.7 SECUREHASHING
To ensure data integrity, secure hashes are needed. A secure hash algorithm is a cryptographic
hash function. A secure hash maps input data, m, of variable size to a fixed size output, h—the
output is simply called the hash of the input data. Secure hash is a one-way function, and it
should be infeasible to mathematically invert it and deduce the input data given the hash value.
Furthermore, there are three properties that strong cryptographic hashes should have. They are
as follows.

• Pre-image resistance—given a hash value h it should be infeasible to find any message m

such that h D hash.m/.

• Second pre-image resistance—given a specific input m1 it should be infeasible to find
different input m2 such that hash.m1/ D hash.m2/.

• Collision resistance—it should be difficult to find two random messages m3 and m4, where
m3 ¤ m4, such that hash.m3/ D hash.m4/; due to the birthday paradox [128] it is possible
to find two such random messages that hash to the same value much more readily than
one may expected.

Hash functions are used to compute the hash value, sometimes called digest or fingerprint,
of some input data. Given the hash size is fixed, and much smaller than the data size in most
cases, it is easier to store and protect the hash value, rather than the original data. Given same
input m, the hash will always be the same h, and anybody with access to m can compute h.

Common application of hashes is in authentication and integrity checking. For example,
a hash can be computed for a large file, then the file can be sent to an untrusted storage while the
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hash is kept in a safe location. Later, when the large file is read again, its hash can be recomputed
and checked against the stored value to make sure there was no modification to the file (note this
does not protect against replay attacks, or if someone is able to change the hash value stored in
the secure location). When checking integrity or authentication, freshness needs to be ensured;
often a nonce is included as part of the hash (i.e., hash data concatenated with the nonce).

2.7.1 USEOFHASHES INMESSAGEAUTHENTICATIONCODES
When using Message Authentication Codes (MACs) only the entity with the correct cryp-
tographic key can generate or check the hash value. Unlike secure hashes where anybody can
generate the hash value, MACs have added requirement that only select entities who have the
correct cryptographic key can do so. The advantage of MACs over plain secure hashes is that the
hash value cannot be generated by anybody, just the entity that has the key. MACs can be sent
over untrusted communication channels along with the data. The attacker may try to change the
data, but he or she cannot generate a new MAC that matches the data as long as he or she does
not have the cryptographic key. To check the integrity, data can be hashed again by the receiver,
and then hash compared with the decrypted hash from the MAC. MAC can be realized by
using keyed-hash message authentication codes, block ciphers, or based on universal hashing.
Both sender and receiver need to share the same key when using MACs.

2.7.2 USEOFHASHES INDIGITAL SIGNATURES
Digital signatures are similar to MACs, in that only the user or program with the correct crypto-
graphic key can generate or check the hash value. Unlike MACs, digital signature use a private
signing key to generate the signatures, and a public verification key to check the signatures. Akin
to public-key cryptography, the parties generating and verifying the digital signatures have dif-
ferent keys. Digital signatures can leverage public-key cryptographic algorithms, e.g., on the
sender’s end securely hash a message then encrypt the hash with the private key which allows
the verifier to re-generate the hash, on the receiver’s end decrypt the received value using the
public key, and check if the two match. The public key infrastructure can be leveraged to dis-
tribute certificates so that sender and receiver need not to have direct contact in order to be able
to authenticate the messages that were digitally signed.

2.7.3 USEOFHASHES INHASHTREES
A hash tree, also called a Merkle tree [150] and shown in Figure 2.2, is usually a binary tree data
structure. In the hash tree, a parent node contains hash value of its children nodes. At the very
bottom of the tree are the leaf nodes. Thus, as one proceeds up the tree, integrity of the lower
tree nodes can be checked by computing their hash value and comparing with the hash stored in
the parent nodes; finally the root node contains the hash value which is dependent on the values
of all the intermediate nodes, and thus the leaf nodes.
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Figure 2.2: Example of a hash tree with four data nodes, showing internal hash nodes, and the
root hash. The value of the root hash depends on all the data nodes’ values.

The hash tree was invented to speed up the verification of integrity of large sets of data.
Assuming leaf nodes correspond to parts of a file, or parts of the computer memory, if there is a
change in part of the file, or part of the memory, one only needs to check the hash value of the
parent nodes of the leaf nodes that were changed—and not compute the hash over the whole
file or memory.

2.7.4 APPLICATIONOFHASHES INKEYDERIVATIONFUNCTION
Often, a system uses many symmetric keys, or needs to generate a symmetric key in a specific
format. Key Derivation Function (KDF), is used to derive one or more secret keys from a master
secret key. Keyed cryptographic hash functions are one example of pseudo-random functions
that can be used for key derivation [32].

2.7.5 STANDARDSECUREHASHALGORITHMS
There exist numerous secure hash algorithms. Most common, and most recommended, ones
today are the SHA-2 [202] and SHA-3 [57] algorithms. Use of older algorithms such as MD4,
MD5, or SHA-1 show be avoided as they are no longer secure as a commodity computer can be
used to perform a brute-force search to find a message that gives the desired hash value. A hash
digest size of 256 bits is likely a good choice today as it makes it impossible launch a brute-force
attack, even with a quantum computer (due to Grover’s algorithm, pre-quantum security level
of 256 is equivalent to post-quantum 128-bit security level).

2.8 PUBLICKEY INFRASTRUCTURE
Public key infrastructure (PKI) is a set of policies and protocols for managing, storing, and
distributing certificates used in public-key encryption [14]. In PKI, there is a trusted third party
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which can distribute digital certificates that vouch for correctness of public keys pk of different
entities, and allows for verification and decryption of public-key encrypted data without having
to directly talk to each sender to get their key.

The trusted third party is the certificate authority. The authority is responsible for verifica-
tion of the certificates it receivers. It then distributes the certificates to other users, signed with
its own private keys. Certificates for the certificate authorities are usually pre-distributed (e.g.,
browsers come with built-in list of certificates for certificate authorities). If there is a problem
with a certificate authority, then the PKI infrastructure will break. For example, a user can by
mistake trust a certificate authority they should not. Or, a malicious certificate authority could
equivocate and give different information to different users, enabling man-in-the-middle type
attacks, for example.

2.8.1 DIGITALCERTIFICATES
Digital certificates are a central part of the PKI. In a simplified form, a digital certificate contains
some identifying information about a system or a user and their public key. This information is
encrypted with a private key of the certificate authority. Users are given known-good public keys
of the certificate authorities, which they can use to check authenticity of the certificates. Once
authenticity of certificate is verified (i.e., the digital signature of the certificate was indeed made
by the trusted authority) then the users can be sure that the public key in the certificate belongs
to the system or user that the certificate is for. With this information, users can verify messages
sent by the entity that has the private key corresponding to the public key in the certificate.

2.8.2 DIFFIE–HELLMANKEYEXCHANGE
Diffie–Hellman (DH) is an algorithm used to establish a shared secret between two entities.
Its main application is as a way of exchanging cryptography keys for use in symmetric-key al-
gorithms. Symmetric-key encryption and decryption is much more efficient than public-key
encryption. Thus, often it is desired to use public-key protected means of communication to
generate a shared, symmetric secret key for actual transfer of data between two entities. Diffie-
Hellman requires use of authenticated channel, i.e., the two communicating parties need to
authenticate each other, otherwise there is a man-in-the-middle attack.

2.8.3 APPLICATIONOFPKI IN SECUREPROCESSORARCHITECTURES
As will be seen in later chapters, a PKI is not directly used by secure processor hardware. How-
ever, for users of such processors, a PKI is needed to distribute certificates vouching for the
cryptographic secrets embedded in these secure processors (such as a private key pk of the pro-
cessor). Each secure processor typically needs at least one private key (either burned-in in some
registers, stored on non-volatile memory, or derived from a PUF). To ensure users that they are
indeed communicating with the expected processor, the manufacturer typically needs a PKI to
distribute certificates vouching for the public keys assigned to each processor.
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Having a publicly known signing key may be a privacy issue, allowing adversaries to de-

anonymize communication if the see the same key being used over and over again. This issue has
been addressed by work such as on Direct Anonymous Attestation (DAA), which is a crypto-
graphic primitive used to enable remote authentication of a trusted computer while preserving
privacy of the platform’s user [29].

2.9 PHYSICALLYUNCLONABLE FUNCTIONS
Each secure processor should be uniquely identified and have a unique set of cryptographic keys.
This can be achieve by “burning in” the unique information at the factory. However, such an
approach requires extra cost (since each chip has to be written with the unique information), and
a potentially malicious manufacturer may keep information about all the secret keys they have
burned into their products. As an alternative, researchers have recently proposed PUFs [143],
and they could be used to generate unique information per-chip.

PUFs leverage the unique behavior of a device, due to manufacturing variations, as a
hardware-based fingerprint. A PUF instance is extremely difficult to replicate, even by the
manufacturer. Many uses of PUFs have been presented in literature: authentication and iden-
tification [119, 206, 224], hardware-software binding [81, 82, 123, 186, 187], remote attes-
tation [125, 189], and secret key storage [225, 226]. PUFs can also be leveraged for random
number generation [144] as well as for recently proposed virtual proofs of reality [182]. PUF
implementation is mostly domain of hardware and circuit designers, but architects can leverage
them in their security architectures. At the architecture level, PUFs are most often abstracted
away as modules that give a unique, unclonable fingerprint of the hardware.


